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1 Introduction 
The aim of this post is to implement whole server migration on the architecture 

created in [1]. This feature is described in Oracle [2] as a mechanism to allow the 

migration of a managed server from one machine to another in case the managed 

server cannot be restarted on its original machine. In fact, Oracle [2] states “Upon 

failure, a migratable server is automatically restarted on the same machine if 

possible. If the migratable server cannot be restarted on the machine where it failed, it 

is migrated to another machine.” 

 

This document will not provide detailed definitions related to whole server migration 

since they could be reviewed on Oracle [2]. This document will show a practical 

demonstration about configuring that feature. With this in mind, the following section 

will show how to configure TLOG persistent stores. After that two ways to configure 

the whole server migration will be exposed to finalize with the conclusions of this 

exercise. 

2 Configuring the TLOG persistent stores 
This section will show you how to configure TLOG persistent stores. Before 

configuring those it is important to state that according to Oracle [3] there are two 

ways to do it. The first one is based on a directory and is called File Store and the 

second one is made using a database and is called JDBC-accessible Stores. In 

addition, since the configuration of this environment is made thinking about high 

availability, Oracle [3] describes two ways of reach it: 

 

 Applying persistent store migration 

 

 High availability storage solution. In this case there are two options; using file 

based stores deployed on hardware solutions such as Storage Area Network to 

share files between several physical machines. The other option is using JDBC-

accessible stores that save the information on databases that support high 

availability configurations such as Oracle RAC. 

Just to remember, in [1] an architecture with shared storages was created. The 

following picture show part of the directories created for this architecture. 
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In the previous picture the folders remarked in red will be created in the folder 

incacluster. This folder is located on a shared storage that is attached to the two 

machines that are part of the cluster. With this in mind, these are the steps to configure 

the file based store. 

 

 Access any of the machines that are part of the cluster to create the folders jms and 

tlogs. The servers used in [1] are: weblogic01.sysco.no and weblogic02.sysco.no, 

in this case weblogic01.sysco.no will be used 

 
 

Verify from weblogic02.sysco.no that those directories were created 

 

 
 

The previous picture shows that both machines have access to the shared storage. 

 

 On the Admin Console, after pressing  select one of the 

managed servers. In this case WLS_01. 

 

 
 

 Select Configuration>Services and fill the default store box with this value: 

/u01/oracle/config/domains/incacluster/tlogs 
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 Click on Save and click on Activate Changes 

 Do the same steps for WLS_02. 

 Restart WLS_01 and WLS_02 

3 Configuring whole server migration 
According to [2] there are two ways to configure whole server migration high-

availability database leasing and non-database consensus leasing. It is important to 

remark that [2] states that for a production environment the database leasing must be 

deployed on a high-availability database such as Oracle RAC since the 

unavailability of the database impacts managed servers negatively. These are the 

steps for both configurations. 

 

First of all the following steps are common for both kinds of configurations (databases 

leasing and non-database consensus leasing). 

 

a. Modifying the node manager’s properties file 

This changes must be applied on the managed server machines 

weblogic01.sysco.no and weblogic02.sysco.no 

 

i. Verifying that the StartScriptEnabled property was set in true. 

Open the nodemanager.properties file located in 

/u02/oracle/config/domains/incadomain/nodemanager 

 

 
 

ii. Add the following lines to the nodemanager.properties file [4] 

Interface=<Interface name for the floating IP> 

Netmask=<Netmask for the previous interface> 

UseMACBroadcast=true 
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iii. Restart node manager.  

 

b. Setting the path for the wlsifconfig.sh script 

This changes must be applied on the managed server machines 

weblogic01.sysco.no and weblogic02.sysco.no 

 

i. Open the file /etc/profile to include the following paths 

 

Variable Value for this environment File 

MSERVER_HOME/bin/server

_migration 
/u02/oracle/config/domains/incadomain/bin/

server_migration 
wlsifconfig.s

h 

WL_HOME/common/bin /u01/oracle/products/fm1213/wlserver/commo

n/bin 
wlscontrol.sh 

MSERVER_HOME/nodemanage

r 
/u02/oracle/config/domains/incadomain/node

manager 
nodemanager.d

omains 

  

 
c. Configuring privileges for wlsifconfig.sh script 

According to [4] it is necessary to modify /etc/sudoers to include these lines. 

Defaults:oracle !requiretty 

oracle ALL=NOPASSWD: /sbin/ifconfig,/sbin/arping 
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This modification has to be applied on all the servers that are part of the 

cluster. In this case weblogic01.sysco.no and weblogic02.sysco.no 

 

Use visudo to do it! 

 

 
 

d. Testing scripts 

These lines are useful to test the configuration  

 

export ServerDir=/tmp  

wlsifconfig.sh –listif eth0  

wlsifconfig.sh -addif eth0 192.180.56.17 255.255.255.0  

/sbin/ifconfig  

wlsifconfig.sh -removeif eth0 192.180.56.17 

 

Now it is time to show how to configure non-database and database leasing. 

4 Non-database consensus leasing 
 

The following steps are used to configure the automatic migration based on consensus. 

 

a. Enter to the Admin Console and click Lock and Edit. 

 

b. Select the cluster you want to configure. 

 
 

c. Click on Configuration and click on Migration 
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d. Select the candidate machines and click on the arrow  

 

 
 

They are moved to chosen  

 

 
 

e. Select the migration basis. Consensus for this example. 

 

 
 

f. Click Save. 
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Now it is time to configure each managed server with the following steps 

 

a. In the Admin Console select one of the cluster managed servers. In this case 

WLS_01. 

 

 
 

b. Click con Configuration tab. 

 

c. Click on Migration tab. 

 
 

d. Mark the check Automatic Server Migration Enabled. 

 

 
 

e. Select the machine where the managed server should be migrated in case of 

problems. In this case WLS02HOST. 

 

 
 

f. The machine appear in the chosen list 
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g. Click on Save. 

 

h. Repeat the steps described in this section (g) for all the other managed server. 

In this case WLS_02. 

 

i. Click on Activate Changes. 

 

j. Restart the Admin Server and server WLS_01 and WLS_02. 

 

k. Bug detected, 

After restarting both servers one of them did not start and the nodemanager.log 

showed this message: 

 

 
 

In order to solve it you have to follow the steps stated in “WLS Managed 

Server Fails to Start with 'Server migration not supported on this platform' 

on Linux 3.x Kernel (Doc ID 2020472.1)” 

 

After that servers were started without problems 
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5 Testing the whole server migration process for non-database consensus 
leasing 

 

First of all, I have to remark that this domain only have two hosts and two managed 

servers. Therefore, before testing the whole server migration process, I have to 

determine who the cluster master is. You can do it using the Admin Console as can be 

seen in the following picture. 

 

 
 

This information is important because Oracle states the following [5]: 

“Note: 

If your cluster only contains two server instances, the cluster leader will be the 

majority partition if a network partition occurs. If the cluster leader fails, the 

surviving server instance will attempt to verify its status through Node Manager. If the 

surviving server instance is able to determine the status of the failed cluster leader, it 

assumes the role of cluster leader. If the surviving server instance cannot check the 

status of the cluster leader, due to machine failure or a network partition, it will 

voluntarily shut down as it cannot reliably determine if it is in the majority. 

 

To avoid this scenario, Oracle recommends using a minimum of three server 

instances running on different machines.” 

 

Therefore, in this test, I will kill the managed server WLS_01 (weblogic01.sysco.no) 

because it is not the cluster master. The following lines show the testing process 

executed. 

 

a. Read the file startup.properties to get the number of restarts executed by the node 

manager before trying the migration process. 

 

cd /u02/oracle/config/domains/incadomain/servers/WLS_01/ 

data/nodemanager 
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cat startup.properties 

 

 
 

Then the process has to be killed twice to cause the whole server migration. 

 

b. Find the process id using this command 

ps –fea | grep WLS_01 

 
 

c. Kill the process 

kill -9 3101 

 

I got these messages in the nodemanager.log on weblogic01.sysco.no 

The virtual IP is removed and the process sleeps for 30 seconds before 

attempting to restart the server 

 

 
 

After 30 seconds the virtual IP is added again and the server WLS_01 is 

started 

 

 
 

I killed the process again and this time the nodemanager.log states the server 

will not be restarted again on this machine 
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This is the nodemanager.log on weblogic02.sysco.no. The virtual IP 

192.180.56.11 is configured on this machine and the server WLS_01 is 

migrated. 

 

       
 

In addition, the Admin Console show the migration was completed without 

problems 

 

       
 

6 Killing the master within non-database consensus leasing. 
Even though Oracle recommends at least 3 machines to use this configuration. I 

managed to kill the master without problems, the server was migrated and the other 

took the role of master. However, I think it happens because the nodemanager is able 

to communicate itself with the other machines, but what happens when the whole 

machines is stopped or when the machine is disconnected from the network is shown 

in the following section. 
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The previous picture shows how WLS_01assumed the role of Master after killing the 

WLS_02 managed server. 

 

 
 

The previous picture shows how the server WLS_02, which was the master, is 

migrated from WL02HOST to WL01HOST. 

 

7 Disconnecting a machine from the network within non-database 
consensus leasing. 

 

First of all, I will disconnect the machine that does not have the master role. In this 

case is the server WLS_02. 
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Disconnecting the server. 

 

 
 

After disconnecting the server this is the message shown by the nodemanager.log in 

weblogic01.sysco.no 

 

 
 

In addition, the log file WLS_01.out (master) also shows details about the migration 

process. 

 

 
 

The admin console shows the migration process result. 
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Now, I do the same test, but this time the machine where the master managed server is 

running will be disconnected. This time the master is WLS_02 

 

 
 

Therefore, the server weblogic02.sysco.no will be disconnected. 

 

 
 

In this case the migration process does not work, which makes sense with the Oracle 

recommendation about having at least 3 machines to use the non-database consensus 

leasing. 

8 Database leasing 
According to [4] you have to execute the following steps. 

 

a. Create the tablespace 
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b. Create the username Leasing 

 

 
 

c. Create the leasing table 

In this case we have to copy the script called leasing.ddl located in the 

following path to the database host. 

 

 

Execute the script with the user Leasing 

 
 

d. Create the data source to connect to the Leasing table 

These are the steps 
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9 Modifying the configuration to use database instead of non-database 
consensus leasing. 

 

In this case, I have to go to Clusters > WLCluster_01 > Configuration > Migration to 

modify the following fields. 

 

 
 

Save and activate changes. Restart managed servers. 
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10 Testing the whole server migration for database leasing. 
 

Killing the master managed server. 

This test is similar to the test made previously these are the screens that I got during 

the process. 

 

First of all, I need to know who the master is 

 

 
 

Therefore, I disconnect the machine weblogic02.sysco.no from the network 

 

 
 

The nodemanager.log in weblogic01.sysco.no shows that the managed server 

WLS_02 is migrated to this machine. 

 

 
 

Now the managed server WLS_01 is the new master. 
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In addition, the admin console shows details about the migration process. 

 

 
 

It looks better than non-database consensus leasing since I do not need at least three 

machines. However, according to Oracle, we need a high available database to avoid 

potential problems caused by the database unavailability. I will disconnect the 

database from the network just to see what happen. 

 

 
 

After some seconds I got this message 
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Therefore, it is clear that we must use a high available database in order to 

implement this approach on production. 

11 Conclusion 
This document showed two ways to configure whole server migration, using non-

database consensus leasing and using database leasing. Something I have seen during 

my experience as a Weblogic Administrator is that even though many businesses have 

the resources to execute this configuration, they do not use it because of the lack of 

documentation, experience or since many of people do not know its advantages.  

 

You should test and use this configuration since it is a valuable method to reduce the 

impact of incidents on production environments and as can be seen it is not so 

complex. 

 

Furthermore, do not forget the advantages and disadvantages of both schemas 

 

 Non-database consensus leasing: you need at least three machines. 

 Database leasing: you need a high available database such as Oracle RAC. 
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