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1 Introduction

The aim of this post is to implement whole server migration on the architecture
created in [1]. This feature is described in Oracle [2] as a mechanism to allow the
migration of a managed server from one machine to another in case the managed
server cannot be restarted on its original machine. In fact, Oracle [2] states “Upon
failure, a migratable server is automatically restarted on the same machine if
possible. If the migratable server cannot be restarted on the machine where it failed, it
Is migrated to another machine.”

This document will not provide detailed definitions related to whole server migration
since they could be reviewed on Oracle [2]. This document will show a practical
demonstration about configuring that feature. With this in mind, the following section
will show how to configure TLOG persistent stores. After that two ways to configure
the whole server migration will be exposed to finalize with the conclusions of this
exercise.

2 Configuring the TLOG persistent stores
This section will show you how to configure TLOG persistent stores. Before
configuring those it is important to state that according to Oracle [3] there are two
ways to do it. The first one is based on a directory and is called File Store and the
second one is made using a database and is called JDBC-accessible Stores. In
addition, since the configuration of this environment is made thinking about high
availability, Oracle [3] describes two ways of reach it:

e Applying persistent store migration

e High availability storage solution. In this case there are two options; using file
based stores deployed on hardware solutions such as Storage Area Network to
share files between several physical machines. The other option is using JDBC-
accessible stores that save the information on databases that support high
availability configurations such as Oracle RAC.

Just to remember, in [1] an architecture with shared storages was created. The
following picture show part of the directories created for this architecture.

u01/oracle

!

/config
|

/domains
|

/incacluster

!—‘—\

/jms /tlogs
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In the previous picture the folders remarked in red will be created in the folder
incacluster. This folder is located on a shared storage that is attached to the two
machines that are part of the cluster. With this in mind, these are the steps to configure
the file based store.

e Access any of the machines that are part of the cluster to create the folders jms and
tlogs. The servers used in [1] are: weblogicO1.sysco.no and weblogic02.sysco.no,
in this case weblogic01.sysco.no will be used

1fig/domains/incadomain/incacluster
er]l$ mkdir jms
ster]$ mkdir tlogs

The previous picture shows that both machines have access to the shared storage.

| Lock & Edit ) |

e On the Admin Console, after pressing select one of the

managed servers. In this case WLS_01.

[ | Mame & Type Cluster
[ | AdminServer|admin) Configured
[ | wLs GL. Configured WLCluster_01

e Select Configuration>Services and fill the default store box with this value:
/u01/oracle/config/domains/incacluster/tlogs

Hame >Summary of Servers >WLS_01

Settings for WLS_01

Configuration | Protocols | Logging | Debug | Monitoring | Control | Deployments
General | Cluster | Services | Keystores | SSL | Federation Services | Deploymer

Health Monitoring | Server Start | Web Services | Coherence

Save

Use this page to set Weblogic service configuration settings that are specific to this server

JMS Configuration

#F] Enable Default Connection Factories

Default Store

g/domains/incaclusterstiogy

Directory:
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e Click on Save and click on Activate Changes
e Do the same steps for WLS_02.
e Restart WLS 01 and WLS 02

3 Configuring whole server migration
According to [2] there are two ways to configure whole server migration high-
availability database leasing and non-database consensus leasing. It is important to
remark that [2] states that for a production environment the database leasing must be
deployed on a high-availability database such as Oracle RAC since the
unavailability of the database impacts managed servers negatively. These are the
steps for both configurations.

First of all the following steps are common for both kinds of configurations (databases
leasing and non-database consensus leasing).

a. Modifying the node manager’s properties file
This changes must be applied on the managed server machines
weblogic01.sysco.no and weblogic02.sysco.no

I. Verifying that the startscriptEnabled property was set in true.
Open the nodemanager.properties file located in
/u02/oracle/config/domains/incadomain/nodemanager

at nodemanager.properties
ains/incadomain/n (-demanage r/n (:wdemanage r.domains

cadomain/nodemanager

nanager/ n(-d&manage r. 1,(3@

ii. Add the following lines to the nodemanager.properties file [4]
Interface=<Interface name for the floating IP>
Netmask=<Netmask for the previous interface>
UseMACBroadcast=true
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#Tue Sep 01 06:40:03 GMT-02:00 2015

#Node manager properties

#Mon Aug 31 12:67:085 GMT-082:80 2815
oracle/config/domains/incadomain/nodemanager/nodemanager. domains

LogLimit=0

PropertiesVersion=12.1.3
AuthenticationEnabled:
NodeManagerHome=/u62/oracle/config/domains/incadomain/nodemanager
JavaHome=/u@l le/produc dk1.7.8_55
LogLevel=INFO

DomainsFileEnabled=true
StartScriptMame=startWebLogic.sh
ListenAddress=weblogicfl.sysco.no
NativeVersionEnabled=true

ListenPort=5556

LogToStderr=true

SecureListener=true

LogCount=1
StopScriptEnabled=false
QuitEnabled=false
LogAppend=true
StateCheckInterval=500
CrashRecoveryEnabled=fa

Interface=ethe
NetMask=255.255.255.8
UseMACBroadcast=true

iii. Restart node manager.
b. Setting the path for the wisifconfig.sh script
This changes must be applied on the managed server machines
weblogic01.sysco.no and weblogic02.sysco.no

i. Open the file /etc/profile to include the following paths

Variable Value for this environment File

MSERVER HOME/bin/server /u02/oracle/config/domains/incadomain/bin/ | wlsifconfig.s

_migration server migration h

WL HOME/common/bin /ul0l/oracle/products/fml1213/wlserver/commo | wlscontrol.sh
n/bin

MSERVER HOME/nodemanage /u02/oracle/config/domains/incadomain/node | nodemanager.d

r manager omains

; then

t PATH USER LOGNAME MAIL HOSTNAME HISTSIZE HISTCONTROL

t PATH=$PATH onfig/domain cadomain/biny migration )ra uc ymmon /bin: / g/domains/incadomain/nodemanager

login shell

" 1; then

c. Configuring privileges for wisifconfig.sh script
According to [4] it is necessary to modify /etc/sudoers to include these lines.

Defaults:oracle !requiretty
oracle ALL=NOPASSWD: /sbin/ifconfig,/sbin/arping
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This modification has to be applied on all the servers that are part of the
cluster. In this case weblogic01.sysco.no and weblogic02.sysco.no

Use visudo to do it!

L roup to shutdown thi
‘shutdown -h now

fsudoers.d (the # her

Jifconfi g, /sbin/arping

d. Testing scripts
These lines are useful to test the configuration

export ServerDir=/tmp
wisifconfig.sh —listif ethO
wisifconfig.sh -addif eth0 192.180.56.17 255.255.255.0

/sbin/ifconfig
wisifconfig.sh -removeif eth0 192.180.56.17

Now it is time to show how to configure non-database and database leasing.

4 Non-database consensus leasing

The following steps are used to configure the automatic migration based on consensus.
a. Enter to the Admin Console and click Lock and Edit.

b. Select the cluster you want to configure.

Domain Structure [ Customize this table

incadomain = Clusters (Filtered - More Columns Exist)
EF-Fvirenment

tServers Mew v | | Clone | | Delete

B3

-Server Templates [ | Mame &% Cluster Address | Cluster Messaging Mode
---Migratable Targets

EL--Cc-herence Clusters

EL--Machines [ | WLCluster 01 Unicast
b--Virtual Hosts

' Mew Clane Delete

;L--Wc:-rk Managers
L--Startup and Shutdown Classes |4
--- Dieployments [ | "
[F}-Services L

c. Click on Configuration and click on Migration
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Home >Summary of Clusters >WLCluster_01

Settings for WLCluster_01

Configuration | Monitoring | Control | Deployments | Services | MNotes

General | JTA | Messaging | Servers || Replication -Mgrathnh ES]rlgLBtunSBmi:e:s Scheduling | Owver

REZNATTINE ||| RUTE || ETrsEreD f}(rionﬁguration - Migration- Tab

Save

d. Select the candidate machines and click on the arrow

#5] Candidate Machines For Migratable Servers:

The set of machines (and order of pr
Available:

which Node Manager will restart faile
(Reguires you to enable each server
[] ADMINHOST 9 migration.) Meare Info...

%ﬂ}g\:e selected items from Available list to Chosen list
4

K

They are moved to chosen

Chosen:
‘[] WLO1HOST
[] WLOZHOST

44 b pEr

e. Select the migration basis. Consensus for this example.

gﬁ Migration Basis:

e -
Database
Consensus
] Data Source For Automatic NOne j New
Migration: -

f. Click Save.

L

@ Pause Time Between Migration

180000
Attempts:

(s
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Now it is time to configure each managed server with the following steps

a. Inthe Admin Console select one of the cluster managed servers. In this case
WLS_01.

Servers (Filtered - More Columns Exist)

Mew Clone Delete

] | Name &% Type Clu
[J | AdminServer|admin) Configured

(| ME Configured WL(
[ |wLs o2 L:E‘ Configured | WLC
Mew Clone Delete

b. Click con Configuration tab.

c. Click on Migration tab.

Settings for WLS_01

Configuration | Protocols | Logging | Debug | Monitoring | Contrel | Deployments | Services | Security | Notes

General | Cluster | Services | Keystores | S55L | Federation Services | Deployment | Migration | Tuning || Owerload

Health Monitoring || Server Start | Web Services | Coherence . . . .
Configuration - Migration- Tab

d. Mark the check Automatic Server Migration Enabled.

Migration Configuration

?ﬂgg Automatic Server Migration Enabled

e. Select the machine where the managed server should be migrated in case of
problems. In this case WLS02HOST.

@ Candidate Machines: Limits the list of candidate machir
Available: specifies. (Reguires you to enabl
automatic migration and to config
L] ADMINHOST a set of candidate machines.) N
] WLO1HOST 2\* I
™ wLozHoST : - - - -
%Mr_}ve selected items from Available list to Chosen list
g
&

f.  The machine appear in the chosen list
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Chosen:
‘[] WLOZHOST h

Click on Save.

Repeat the steps described in this section (g) for all the other managed server.
In this case WLS_02.

Click on Activate Changes.

Restart the Admin Server and server WLS_01 and WLS_02.

Bug detected,
After restarting both servers one of them did not start and the nodemanager.log

showed this message:

sifconfig.sh -rem

In order to solve it you have to follow the steps stated in “WLS Managed
Server Fails to Start with 'Server migration not supported on this platform’
on Linux 3.x Kernel (Doc ID 2020472.1)”

After that servers were started without problems

domain>
domall
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5 Testing the whole server migration process for non-database consensus
leasing

First of all, I have to remark that this domain only have two hosts and two managed
servers. Therefore, before testing the whole server migration process, | have to
determine who the cluster master is. You can do it using the Admin Console as can be
seen in the following picture.

.
Home =Summary of Servers >Summary of Clusters JWLCluster_01

Settings for WLCluster_041
Configuration Control | Deployments | Services | Notes
Health | Failover

This page allows you to monitor the status of servers that are in this cluster. All members of the cluster are displayed in the table regardless of
their current state.

[

[ customize this table

Server Status (Filtered - More Columns Exist)

Showing 1to20f2 Previous | Next

MName % | Master | State Drop-out Frequency | Remote Groups Discovered | Local Group Leader | Total Groups | Discovere
WLS_01 RUNNING | Never 1 WLS_01 2 WLS_ 01, %
WLS_02 | True RUNNING | Never 1 WLS_02 2 WLS_02, v

Showing 1to20f 2 Previeus | Mext

[l m | I

This information is important because Oracle states the following [5]:

“Note:

If your cluster only contains two server instances, the cluster leader will be the
majority partition if a network partition occurs. If the cluster leader fails, the
surviving server instance will attempt to verify its status through Node Manager. If the
surviving server instance is able to determine the status of the failed cluster leader, it
assumes the role of cluster leader. If the surviving server instance cannot check the
status of the cluster leader, due to machine failure or a network partition, it will
voluntarily shut down as it cannot reliably determine if it is in the majority.

To avoid this scenario, Oracle recommends using a minimum of three server
instances running on different machines.”

Therefore, in this test, I will kill the managed server WLS_01 (weblogic01.sysco.no)
because it is not the cluster master. The following lines show the testing process
executed.

a. Read the file startup.properties to get the number of restarts executed by the node
manager before trying the migration process.

cd /u02/oracle/config/domains/incadomain/servers/WLS 01/
data/nodemanager
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cat startup.properties

L.1ignor

01 nodemanager]$ |

Then the process has to be killed twice to cause the whole server migration.

b. Find the process id using this command

c. Kill the process

kill -9 3101

| got these messages in the nodemanager.log on weblogic01.sysco.no
The virtual IP is removed and the process sleeps for 30 seconds before

attempting to restart the server

© 24 7472 1s no longer alive; waiting for the process to die.>

ing to restart the server>

After 30 seconds the virtual IP is added again and the server WLS_01 is
started

ME= <incardnmains <Cnharenre S

ught 5. 11 0 online on eth0:4>

2=UNKNOWN, WLS_G1=STARTING}=>

I killed the process again and this time the nodemanager.log states the server
will not be restarted again on this machine
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This is the nodemanager.log on weblogicO2.sysco.no. The virtual IP
192.180.56.11 is configured on this machine and the server WLS 01 is
migrated.

ated command -

ful

In addition, the Admin Console show the migration was completed without
problems

Settings for incademain [k
Configuration | Menitoring | Control || Security | Web Service Security | Notes

Health | Servers | Clusters | Migration
Uise this page to monitor the status of all migration requests.

[ Customize this table

Migration Status

Showing 110 Sof 5 Previous | Next

Start Time “ | End Time | Status Server | Machines Attempted | Machine Migrated From | Machine Migrated To | Cluster

" 121415

12/4/15 122044

122814 PM | 5 Succeeded | WLS_01 | WLOZHOST WLOTHOST WLOZHOST WLCluster_{
GMT-02:00 | &) i102:00

6 Killing the master within non-database consensus leasing.
Even though Oracle recommends at least 3 machines to use this configuration. |
managed to kill the master without problems, the server was migrated and the other
took the role of master. However, | think it happens because the nodemanager is able
to communicate itself with the other machines, but what happens when the whole
machines is stopped or when the machine is disconnected from the network is shown
in the following section.
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[ Customize this table

Server Status (Filtered - More Columns Exist)
Showing 1t 20f 2 Previous | Next

Mame = | Master | State Drop-out Frequency | Remote Groups Discovered | Local Group Leader | Total Groups | Disco
WLS_01 | True RUNNING | Mever 1 WLS_01 2 WLS
WLS_02 " eTARTING S 0 0

Showinn 1 tn 2 nf 2 Previns | Next

The previous picture shows how WLS_0lassumed the role of Master after killing the
WLS_02 managed server.

Settings for incadomain

Configuration | Monitoring | Control | Security | Web Service Security | Notes

Health | Servers | Clusters | Migration
Use this page to menitor the status of all migration requests.

[ Customize this table

Migration Status
Showing 1to 6of 6 Previous | Next

Start Time % | End Time | Status Server | Machines Attempted | Machine Migrated Frem | Machine Migrated Te | Cluster
124115 :i;;gu

12:52:36 PM Ph.l.1 ’ Succeeded | WLS_02 | WLOTHOST WLO2HOST WLOMHOST WLCluster_(
GMT-0200 | GuT-02:00

The previous picture shows how the server WLS_02, which was the master, is
migrated from WL02HOST to WLO1HOST.

7 Disconnecting a machine from the network within non-database
consensus leasing.

First of all, | will disconnect the machine that does not have the master role. In this
case is the server WLS_02.
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Settings for WLCluster_01

Comt:gratm Monitoring = Control = Deployments = Services | Notes
Summary Health Failover

This page allows you to monitor the status of servers that are in this cluster. All members of the cluster are displayed in the table regardless of
their current state.

[}

[ Customize this table

‘Server Status (Filtered - More Columns Exist)

Showing 110 20f 2 Previous | Next

Mame <% | Master | State Drop-out Frequency | Remote Groups Discovered | Local Group Leader | Total Groups | Discovere
WLS 01 | True FllklelNG Never 1 WLS_01 2z WLS 01,V
WLS_02 RUNNING | Never 1 WLS_02 2 WLS 02,V

Disconnecting the server.

Clic para detalles completos

,é} Applications Places System ®® ._/ ec 9, 6:10.

E incadomain/b : tail Wired Network -

System etho

File Edit View Scrollback Bookmarks Settings Help

(%

cadomaln=> < tates
domain> < {domain_bak=UNKNOWN B2=RUNNING,

After disconnecting the server this is the message shown by the nodemanager.log in
weblogic01.sysco.no

domains,/

adomain> <

> <FINE> <incadomain> <

<FINE> adomain> <

> <FINE> adomain> <
> <FINE> <incadomain> <St

> <FINE> adomain> <

In addition, the log file WLS_01.out (master) also shows details about the migration
process.

RIVMImpl
rning
r:WLS_02
com. ora
111, Addre

<l . ming> <RY ues T T with me M blogic. r;
1]: inca ] 0 f 5 1 essage;) '
<Migra

e to WLS_062 on WLO
starting

[
w_on ADMINHOST

The admin console shows the migration process result.
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Settings for incadomain

Configuration | Menitoring | Control | Security | Web Service Security || Motes

Health | Servers | Clusters | Migration
Use this page to monitor the status of all migration requests.

[ Customize this table

Migration Status
Showing 11e 1 of 1 Previous | Next

Start Time <% | End Time | Status Server | Machines Attempted | Machine Migrated From | Machine Migrated To | Cluster

12/913 12/913
6:12:49 AM 6:13:57 AM | Succeeded | WLS_02 | WLOTHOST WLOZHOST WLOTHOST WLCluster_(

GMT-02:00 GMT-02:00

Showing 110 10f 1 Previous | Next

Now, | do the same test, but this time the machine where the master managed server is
running will be disconnected. This time the master is WLS_02

Server Status (Filtered - More Columns Exist)

Showing 1t
Mame <% | Master | State Drop-out Frequency | Remote Groups Discovered | Local Group Leader
WLS 01 RUNNING | Mever 1 WLS_01
WLS_ 02 | True RUNNING | Mever 1 WLS_02

Therefore, the server weblogic02.sysco.no will be disconnected.

/;\q@ @;?” Wed Dec 9, 7:

System etho0

snmp, http.> I
LogicServer= <BEA-00 t 3
J & VPN Connections

ster= <BEA-003114= <Ignoring one-way RMI calls fof

In this case the migration process does not work, which makes sense with the Oracle
recommendation about having at least 3 machines to use the non-database consensus

leasing.

8 Database leasing
According to [4] you have to execute the following steps.

a. Create the tablespace

2048m extent management local;

e Leasing datafile '/uBl/app/oracle/oradata/tauro/leasing.dbf' size 32m AUTOEXTEND on next 32m maxsi:

SYSCOAS « Norevegen4 5542 Karmsund « Telefon: +47 52825900 « post@sysco.no WWW.sysco.no


https://pe.linkedin.com/pub/raul-castillo/42/606/848

« > sysco

Created by: Raul Castillo

b. Create the username Leasing

SQL> create user Leasing identified by database0fl;
User created.
e table to Leasing;

Grant succeeded.

SQL> grant create session to Leasing;

Grant suc ed.

SQL> alter user Leasing default tablespace Leasing;
User altered.

SQL= alter user Leasing quota unlimited on Leasing;

User altered.

c. Create the leasing table
In this case we have to copy the script called leasing.ddl located in the
following path to the database host.

dat
ing. ddl

-name: leasing
word:

at line 1
?: table or view does not

Table created.

d. Create the data source to connect to the Leasing table

These are the steps
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wnange wenier

View changes and restaris

Mo pending changes exist. Click the Release
Configuration button to allow others to edit the

domain.
Lock & Edit %

7

Release Configuration |

Domain Structure
incadomain
[-Environment
--Deployments
[Eh-Services

[+

--Fereigl Data Sources, Level 2, 2 0
--Work Conmexrs
--XML Registries
--XML Entity Caches
--jCOM

--Mail Sessions
—_File T3

[ Customize this table

Data Sources (Filtered - More Columns Exist)

| Delete

L
o ta Scurce I
GridLink Data Source

Multi Data Source

Create a New JDBEC Data Source

Back Mext | Finish | Cancel

JDEBEC Data Source Properties

The following preperties will be used to identify your new JDBC data source.

* Indicates required fiekds

What would you like to name your new JOBC data source?

&5 *Name: |[Leasing

What JNDI name would you like to assign to your new JOBC Data Source?

(5] JNDI Name:
jdbc/leasing

What database type would you like to select?

Database Type: | Oracle

Back Mext | Finish | Cancel
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Create a New JDOBC Data Source

Back MNext | Finish | Cancel

JODBC Data Source Properties

The following properties will be used to identify your new JOBC data source.
Database Oracle
Type:

What database driver would you like to use to create datab. ions? Note: * indk that the driver is explicitly sup
WeblLogic Server.

Driver:

Back MNext | Finish | Cancel

Database| :*Qracle's Driver (Thin) for Instance connections; Versions:Any |l
1

Create a New JDEC Data Source

Back Next ‘ Finish | Cancel

Transaction Options

¥ou have selected non-XA JOBC driver to create database connection in your new data sc

Does this data source support global transactions ? If yes, please choose the transaction pre

E‘S.lppnrls Glaobal Tranmcﬁns

Select this option if you want to enable non-XA JDBC connections from the data source to p:
Resource (LLR) transaction cptimization. Recommended in place of Emulate Two-Phase Co

() Logging Last Resource

Select this option if you want to enable non-XA JDBC connections from the data source to er
Select this option only if your application can tolerate heuristic conditions.

() Emulate Two-Phase Commit

Select this option if you want to enable non-XA JDBC connections from the data source to p:
commit transacticn processing. With this option, no other resources can participate in the gl

(@) One-Phase Commit

Back Next ‘ Finish | Cancel
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Connection Properties

Define Connection Properties.

‘What is the name of the database you woul like to connect to?

Database Name: pegasus

What is the name or IP address of the database server?

Host Name: 192.180.56.180
‘What is the port on the database server used to connect to the database?

Port: 1521

‘What database account user name do you want to use o create database connections?

Database User Name: Leasing

What is the database account password to use to create database connections ?
Password: sessssasses

Confirm Password: sesssnnnne

Additional Connection Properties:

oracle.jdbc.DRCPConnectionClass:

System Properties:

What table name or SQL statement would you like to use to test database conns

Test Table Name:
SOL ISVALID

Test Configuration | “ Backl Neqf | Finish ‘ Cancel
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Create a New JDEC Data Source

Back Next | Finish ‘ Cancel

Select Targets

You can select one or more targets to deploy your new JDBC data source. If you
deployed. You will need to deploy the data source at a later time.

Servers

O AdminServer

Clusters

WLCIumer_DI
@ All servers in the cluster
C Parkpf the cluster
_'wLs o2
[T wis 01

Back Next | Finish ‘ Cancel

Change Center
View changes and restarts

Pending changes exist. They must be activated
to take effect.

w# Activate Changes

Undo All Changes

9 Modifying the configuration to use database instead of non-database
consensus leasing.

In this case, | have to go to Clusters > WLCluster_01 > Configuration > Migration to
modify the following fields.

5] Migration Basis: Database j Car

mig
(] Data Source For Automatic _Leasing -| mew | THE
Migration: mig

@g Auto Migration Table Name: ACTIVE Rel
mig

(| @Q Member Death Detector Enabled Ens
Dat

@g Member Discovery Timeout: 30

@ﬁLender Heartbeat Period. 10

@g Additional Migration Attempts: 3 Am
pos

hov

Save and activate changes. Restart managed servers.
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10 Testing the whole server migration for database leasing.

Killing the master managed server.
This test is similar to the test made previously these are the screens that | got during

the process.
First of all, | need to know who the master is

Summary | Health | Failover

This page allows you to monitor the status of servers that are in this cluster. Al members of the cluster are displayed in the table regan
their current state.

Q

[ Customize this table

Server Status (Filtered - More Columns Exist)
Showing 1to 20f 2 Previow

Mame <% | Master | State Drop-out Frequency | Remote Groups Discovered | Local Group Leader | Total Groups
WLS_01 RUNNING | Rarely 1 WLS_01 2

I
WLS_02 | True FIUNTJING Mever 1 WLS_02 2

Therefore, | disconnect the machine weblogic02.sysco.no from the network

weblogic02 [Corriendo] - Oracle VM VirtualBox

da

@Q% Z *’:“‘u@ @@5 Thu Dec 10, 1t

Wired Network I
System etho

skmarks Settings Help

L
VPN Connections > I

The nodemanager.log in weblogic01.sysco.no shows that the managed server
WLS_02 is migrated to this machine.

Now the managed server WLS_01 is the new master.
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]

[ Customize this table

Server Status (Filtered - More Columns Exist)

Showing 11t
MName <% | Master | State Drop-out Frequency || Remote Groups Discovered | Local Group Leader
WLS 01 | True RUNNING | Mever 1 k WLS 01
WLS_02 RUMNMING | Rarely 1 WLS_02

In addition, the admin console shows details about the migration process.

Settings for incadomain
Gonfiguration | Monitoring | Gontrol | Securily | Web Service Securiy | Noles

Health = Servers Clusters = Migration
Use this page to monitor the status of all migration requests

[ Customize this table

Migration Status

™ liwmiatl | Next

Start Time ¢ | End Time | Status Server | Machines Attempted | Machine Migrated From | Machine Migrated To |Cluster

121015

121015
10:53:35 AM 10:55:36 Succeeded | WLS_02  WLOTHOST WL02HOST WLOTHOST [WiCluster_!

AM
GMT-0200 | o0

Showing 1t 1of 1 Previous | Next

It looks better than non-database consensus leasing since | do not need at least three
machines. However, according to Oracle, we need a high available database to avoid
potential problems caused by the database unavailability. 1 will disconnect the
database from the network just to see what happen.

Database12C [Corriendo] - Oracle VM VirtualBox - !

na Ver Dispositivos Ayuda

pplications Places System _,f Oracle software owner u@ ﬁ |

u
Oracle SQL Developer : tauro_sRUUTTET B TaT4 o l

it Miew Mavigate PBRun Source Team Tools W 5y5tem etho

28 9© O © @ | § |
VPN Connections »
tions \.£J start Page taurd_sy

After some seconds | got this message
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Therefore, it is clear that we must use a high available database in order to
implement this approach on production.

11 Conclusion
This document showed two ways to configure whole server migration, using non-
database consensus leasing and using database leasing. Something I have seen during
my experience as a Weblogic Administrator is that even though many businesses have
the resources to execute this configuration, they do not use it because of the lack of
documentation, experience or since many of people do not know its advantages.

You should test and use this configuration since it is a valuable method to reduce the
impact of incidents on production environments and as can be seen it is not so
complex.

Furthermore, do not forget the advantages and disadvantages of both schemas

¢ Non-database consensus leasing: you need at least three machines.
e Database leasing: you need a high available database such as Oracle RAC.
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